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Abstract
The goal of this study is to determine if physiological signals
are salient in the detection of memorable personal photos.
We begin by collecting physiological sensor data as well as
memorability and emotion ratings for photos. We then build
a mixed model to evaluate the predictive power of physio-
logical variables on memorability and emotion by examining
whether or not the photographer’s data is useful for predict-
ing the ratings of the photographer or the ratings of the sub-
jects in the photos. Our results suggest that heart rate and
GSR (galvanic skin response) data are the major predictors
of memorability for photographers, and that the sensor sig-
nals are not particularly useful for predicting memorability
ratings of subjects in the photos.

Author Keywords
Memorable photos; memorability; emotion; physiological
data; wearable devices.

ACM Classification Keywords
H.5.m [Information interfaces and presentation (e.g., HCI)]:
Miscellaneous

Introduction
People take such a large number of photos during various
activities such as tours, weddings, and birthday parties that
it can become impractical to manually sort through all the



photos. There is a desire to find memorable photos that
are worth sharing via social media such as Facebook and
Instagram, or to automatically shuffle memorable photos to
help people reminisce about important life events. Photo
memorability is an important aspect of photography and
social culture because it helps determine if a photo is worth
sharing or displaying.

Our research investigates how to automatically detect mem-
orable photos. There has been a significant amount of
research in the field of computer vision to uncover what
makes an image memorable or forgettable [2, 5, 7, 4] and to
estimate the memorability of images [6]. However, prior
studies primarily focused on objects in the photos such
as analysis of visual cues and heat distributions for infer-
ring memorability. Some other research on life-logging [8]
uses similar devices to measure user emotions and cate-
gories pictures and videos, but does not necessary mea-
sure the memorability of these pictures or videos. Further-
more, memorability was treated as a non-personal property,
meaning that photos that were not taken by the study par-
ticipants were used for measuring and inferring memorabil-
ity.

Due to the increasing popularity of wearable devices and
their excellent portability, recent research has attempted to
use wearable devices and their built in sensors for various
image-related research. Our research attempts to answer
the following research question: “Can wearable sensors
determine which photos that a user has taken are mem-
orable?” If they can, we would like to identify the features
that are the most relevant for predicting memorable photos.
Our work was inspired by a recent study by Feng et al. [9]
that recommends personalized walking routes by leveraging
their findings that heart rate changes when encountering in-
teresting walking locations. Prior studies suggest a relation-
ship between the memorability of images and emotions in

the cognitive science fields [1, 10], such as arousal affect-
ing long-term memory [14], but none of these studies have
examined which physiological signals are directly related to
the memorability of personal photos. Mobile devices with
built in sensors were used by the people tagging the photos
(e.g. TagSense [13]), but none of the mobile sensor studies
examined the memorability of personal photos.

In this study, we used the Microsoft Band 2, a wearable
smart-band that contains various physiological sensors in-
cluding heart rate (HR) and galvanic skin response (GSR).
Our study was carried out in four stages: data collection,
photo rating, data merging, and data analysis. We devel-
oped a custom app to record the sensor data captured by
the MS Band 2 and used a phone camera to capture pho-
tos that can be rated. The timestamp from the sensor data
were then linked to the time the photo was taken. For each
photo, the participants rate its memorability and their emo-
tion at the time the photo was taken by answering a ques-
tionnaire in our custom photo-rating app. We extract the key
features and analyze how rating variables are correlated to
each other and to the extracted features. We then build a
mixed linear (or multi-level regression) model and evaluate
the predictive power of physiological variables for memora-
bility and emotion. Our analysis examines whether or not
the sensor data is useful for predicting the ratings of the
photographer or the ratings of the subjects in the photos.

Our preliminary experimental results showed that heart rate
and GSR data were major predictors of memorability for
photographers. However, none of the sensor signals ap-
peared to be useful for predicting the memorability ratings
of the subjects in the photos. Our findings are one more
step towards automatically detecting memorable photos,
which will facilitate various kinds of personalized photo rec-
ommendation services.



Experimental Framework
Capturing photos and physiological signals
The Nexus 5 [3] with a 8-megapixel rear camera and a 1.3-
megapixel front camera was used to capture the photos. To
capture physiological signals, we used the Microsoft Band
2 [12], a second-generation smart-band with smart watch
features. Its sensors include a heart rate monitor, 3-axis
accelerometer, UV sensor, gyroscope, GPS, microphone,
ambient light sensor, GSR sensor, capacitive sensor, and
barometer. Readings from each sensor were captured for
each participant at the time a photo was taken, and a times-
tamp was recorded to keep track of what data belongs to
each photo. The smart band and the phone were synchro-
nized for accurate data tracking. Note that we developed a
custom sensor logging application to record all data cap-
tured by the MS Band 2. This application was installed on
the Nexus 5 smartphone and synced with the MS Band
user profile created on each phone, then synced with the
MS Band 2. A GPS logging app [11] was also installed on
the phones and used to log the GPS location data of the
participants.

Measuring memorability and emotions
For each photo, we asked the participants to rate the mem-
orability of the photo and their emotion at the time the photo
was taken. To rate memorability, the participants were pro-
vided with a scale of 1−7 (least memorable:1 − most mem-
orable:7), corresponding to low-high memorability. For emo-
tion measurement, we used the self-assessment manikin
and semantic differential (SAM) questionnaire. SAM is an
emotion assessment tool that uses graphic scales (-4 −
+4) depicting cartooned emotions of pleasure, arousal,
and dominance. It provides a clear and intuitive method
for describing emotions related to the photos. As shown
in Figure 1, we developed the photo rating app in the form
of a questionnaire, where participants select a photo they

Figure 1: Photo-rating application screenshot

took (and later a photo that was taken of them), and rate it
according to their feelings. In Figure 1, the SAM scale is lo-
cated on the left with three subscales for pleasure, arousal,
and dominance , and the memorability scale is located on
the bottom right.

Data pre-processing
The Microsoft Band 2 generates a significant amount of
stream sensor data. In our data collection app, we used
SQLite for data storage. We first decided to eliminate the
variables with missing data and those that were not fully
captured (UV, Skin temperature, and Pedometer). We also
removed the variables whose values did not vary signifi-
cantly. The barometer measures atmospheric pressure, and
its value was consistent because photo-taking activities in
our experiment occurred at a consistent elevation. Similarly,
the values from the motion sensors (accelerometer, gyro-
scope, and manometer) did not vary significantly, thus the
results were not good predictors of memorability and emo-
tions. During our pilot and main studies (campus tour and
Arboretum visiting), our participants taking a photo or being
photographed tended to hold their poses to prevent blurry
photos while taking photos, resulting in almost static values
from the motion sensor. While not taking photos, partic-
ipants walked around at a similar pace, resulting in non-
significant variation for the values. Note that motion sensor



data could be more helpful and meaningful for other situa-
tion, such as during visits to a sporting event or theme park,
which require various motion patterns at different paces.
We smoothed the time-series sensor data using an expo-
nential moving average to filter out high frequency noise.
For data pre-processing, we used MySQL workbench, and
exported the resulting data for further analysis.

Feature generation and regression analysis
Feature generation was performed using a windowing ap-
proach. We used a window size of 5 seconds with a 40%
overlap. First, we calculated the average, minimum, maxi-
mum, median, and standard deviation of all kept variables.
These variables were then windowed and organized into a
.csv file for each participant. The rating data was separated
into two categories: photographer focused and subject fo-
cused data. Photographer focused means that the sensor
data of the photographer is analyzed with the ratings from
the photographer; these could be selfies or photos of oth-
ers. Subject focus means that the sensor data of the pho-
tographer is analyzed with ratings from the subject in the
photo. Subject focus was used to determine if a photogra-
pher’s biological signals could be used to infer the memo-
rability and emotions of subjects in the photos. To perform
this analysis, we merged the corresponding sensor data
and ratings from separate files. Initially, we analyze how the
rating variables are correlated with each other and how they
are correlated with the extracted features. We then build a
mixed linear (or multi-level regression) model using R and
use it to evaluate the predictive power of physiological vari-
ables for memorability and emotion.

Pilot User Study
The goal of the pilot study was to test the feasibility of our
initial experimental plans. We recruited four participants
who were selected based on existing social ties. The partic-

ipants were asked to sign consent forms. First, we asked
the participants to download the required apps on their
smartphones and to pair their phones with the MS Band
2. They were then taught how to use the app in conjunc-
tion with the MS Band 2. We asked the participants to move
freely around campus in groups and take as many photos
as possible. Finally, they returned to the briefing room for
interviews and to perform photo rating (using printed an-
swer sheets).

The pilot study helped us to improve the experimental pro-
cedure. We found that using participants’ smart phones
delayed the entire process with delay proportional to group
size; the pilot study took approximately two hours. One par-
ticipant in a group did not own an Android phone (in this
case, an Android phone was provided). Additionally, the
time on the MS Bands was not automatically synchronized.
To address these concerns in our main study, we decided
to provide users with pre-configured Android smartphones
that were paired with the MS Band with correct time syn-
chronization. Another issue was that during our interview
and rating session the participants felt tired and were less
willing to rate or sort photos. This prompted us to design
the custom rating app discussed above, enabling partici-
pants to quickly rate photos.

Main Study
Procedure
Eleven participants (three males and eight females) in four
groups were engaged in the main study. The participants
were compensated with 10 USD for their time and effort.
We ensured that these participant groups were formed
based on existing social ties so that they can interact natu-
rally with each other. The study began with the participants
being given an overview of the purpose of study. They were
asked to sign consent forms due to the necessity of collect-



ing their physiological data. We provided a Nexus 5 phone
and a MS Band 2 to each participant and explained how
to use the devices. The participants were asked to walk
around a park in Daejeon, South Korea (called Hanbat Ar-
boretum) for approximately thirty minutes and to take at
least 15 photos. After taking each photo, the participants
immediately rated the photo using the photo-rating app that
incorporated the SAM model and photo memorability. The
rating was performed in two ways, as a photographer and
as the subject of the photo. Each method yielded different
results, which were stored in a .csv file for each participant.

The eleven participants captured 304 photos, with approxi-
mately 10,000 instances of sensor data for 12 general vari-
ables for each participant. From the 12 variables, we se-
lected 6: ambient light, distance walked, GSR, heart rate,
temperature, and calories burned. As illustrated earlier, gy-
roscope, accelerometer, and altimeter readings are related
to the movement of the participants, but are not related to
the prediction of participant memorability or emotion rat-
ings because participants do not typically move while taking
photos. Barometer readings were the same everywhere in
the park and UV and skin temperature were not properly
captured during the experiment.

As mentioned in the experimental framework section, we
merge the log data set from the MS Band with the partici-
pants’ ratings on photos based on pleasure, arousal, dom-
inance, and memorability before performing analysis. After
pre-processing, we performed a Pearson correlation using
SPSS (Statistical Package for the Social Sciences) for find-
ing correlated variables among 34 different variables. Four
variables came from the photo-rating app and the other 30
came from the MS band. They are the min, max, average,
standard deviation, and median of ambient light, distance
walked, GSR, heart rate, temperature, and calories burned.

Next, multi-level regression analysis was performed in R to
investigate which variables are useful for predicting memo-
rability, pleasure, arousal, and dominance. Because there
were 11 participants with differing ranges of sensor data,
we considered each participant as a different level of data.
The regression analysis was performed four times with four
different dependent variables and 30 points of sensor data,
which were used as independent variables.

Note that we consider two different focuses for analysis:
(1) photographer focus: photographers rate the photos that
they took (selfies or photos of others), and (2) participant fo-
cus: participants rate photos of themselves taken by others.

Results
Photographer focus: Pearson correlation analysis showed
that memorability and three of the subscales from SAM
were highly correlated (memorability-pleasure: r =-.505
, memorability-arousal: r =-.539, memorability-dominance:
r = .368) with an alpha level of 0.05. Additionally, GSR and
calories burned also had a strong correlation with mem-
orability. From the multi-level regression analysis, we dis-
covered that the minimum value and standard deviation of
heart rate can predict memorability as well (β = 9.051, p <
.001 and β = 17.622, p < .001 respectively). Further-
more, the standard deviation of heart rate is an important
predictor for the pleasure and arousal dimensions (β =-
13.296, p < .05 and β =-14.777, p < .001). The mini-
mum value for heart rate was also significant for predicting
arousal (β =-7.481, p < .05). Finally, the maximum value
and standard deviation of GSR and the maximum value
for calories burned were useful for predicting dominance,
which was significantly different from the results of previ-
ous regression analysis (β = 0.00026, β =-0.00061, and
β =-56.524 for all p < .05).



Participant focus: Similar analysis was performed with a
participant focus. Pearson correlation analysis showed
that memorability and three of the subscales of SAM were
even more highly correlated than in the above analysis
(memorability-pleasure: r =-.507, memorability-arousal:
r =-.623, memorability-dominance: r = .389) with an alpha
level of 0.05. Additionally, heart rate and calories burned
had a strong relationship with memorability. From the multi-
level regression, however, we could not find any significant
factors for predicting memorability, pleasure, or arousal.
The maximum value for heart rate proved to be an impor-
tant factor for predicting dominance (β =-7.563, p < .05).
We suspected that lack of relationships for many variables
may be due to regression analysis being performed on the
pooled data of all participants. We then performed multiple
regressions with each individual’s dataset, but again, we
were unable to find any significant variables. Therefore, we
concluded that sensor data is not useful for predicting photo
ratings in a participant focused scenario.

Discussion
Our experimental results showed that heart rate and GSR
are the major predictors for the memorability ratings of pho-
tographers. Because memorability was correlated with
other semantic dimensions of photos, we assume that emo-
tional responses affect memorability. Furthermore, biologi-
cal data at the time of photo capture affected memorability
ratings, indicating that there is a good possibility of detect-
ing memorable photos using physiological signals. Photos
taken by the participants themselves have greater potential
for photo memorability prediction when compared to photos
taken of the participants by others.

The results of our analysis showed that the standard devia-
tion of heart rate and GSR could reliably identify memorable
photos from the photographer focus, whereas there were

no significant data points from the participant focus. This
indicates that the feelings of the person who takes the pho-
tos, rather than the subject of the photo, is a more important
factor for photo memorability. This is likely because the per-
son who takes the photo concentrates more on the scenery
and subject while looking for the perfect moment, whereas
the subject only cares about how they feel and look in the
photo. Additionally, photographers consider their own opin-
ion and viewpoint when taking memorable photos, and this
affects physiological data such as heart rate and GSR.

We think it would be interesting to examine how the photo
subjects’ sensor data is related to their ratings, which will be
included our future work. We also did not consider people’s
subjective tastes and perspectives on photos. Because
memorability is subjective, getting group viewpoints is im-
portant, but our focus in this paper was on individual users
(particularly photographers). While our work is limited to
quantitative analysis, interview-based studies would likely
yield significant insight into how memorability and emotion
are related to physiological signals. We collected biologi-
cal data using a smart band, but the data was sometimes
noisy or incomplete; adopting more accurate sensors or ad-
vanced calibration techniques would aid further research.
Furthermore, the experiment only lasted for approximately
30 minutes. To generalize our findings would require large-
scale, naturalistic user studies such as a group of users
visiting a theme park and staying there for at least 5 hours.
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